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The authors study the role of reference price in a setting in which both
the price and the quantity are set through personal interaction during the
transaction process, such as in business-to-business markets. Most
studies on reference price in the marketing research literature focus on
consumer packaged goods, for which prices are typically fixed during the
shopping trip and the transaction does not involve personal interaction
with a salesperson. In this study, the authors study the effect of reference
price on the quantity purchased and also on the pricing outcome of the
transaction. They estimate a simultaneous equation system of both
pricing and quantity purchased. The findings are as follows: (1)
Reference price effects exist on quantity purchased and on the
transaction pricing outcome in business-to-business market transactions,
(2) business customers react asymmetrically to price increases and price
decreases, and (3) salespeople have their own reference prices that
affect the transaction price. The authors also find that customer
experience with the salesperson might exacerbate the loss aversion
effect. They conclude by discussing the underlying reasons behind these
findings and their managerial implications.
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Business Markets

Role of Reference Price on Price and
Quantity: Insights from Business-to-

The extant marketing and economics literature has
reported consistent empirical evidence that consumers eval-
uate products and make purchase decisions by comparing
prices against an internal standard, usually referred to as
“reference price” (Briesch et al. 1997; Kalyanaram and
Winer 1995; Mazumdar, Raj, and Sinha 2005; Putler 1992;
Winer 1986). Reference prices are formed from experience
of previous prices either through purchase (i.e., paying the
price) or observation. Researchers have found that a dis-
crepancy between the reference price and the observed price
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affects choices in choice-based demand models using sec-
ondary data as well as in laboratory experiments.

This study investigates the role of reference price in sit-
uations in which both price paid and quantity purchased are
determined during the transaction process. The existing lit-
erature, in contrast, demonstrates the effect of reference
price in contexts in which the price is fixed during the trans-
action. In particular, the extensive evidence of reference
price effects is based on consumer purchase data of grocery
products, conditional on observed price (e.g., Chang, Sid-
darth, and Weinberg 1999; Erdem, Mayhew, and Sun 2001;
Lattin and Bucklin 1989). However, there are many con-
texts in which the price is an outcome of the transaction and
is determined through the interaction between a buyer and a
seller. Despite the extensive evidence that reference prices
affect choices, it is not directly evident that the effects found
in the consumer packaged goods context can be generalized
to situations in which the price paid is also an outcome of
the transaction. This article extends the literature on refer-
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ence prices by simultaneously modeling the effect of refer-
ence prices of buyers and sellers on observed prices and
quantity demanded.

Marketing researchers have studied the role of reference
price on price setting using laboratory experiments. Kahne-
man (1992) suggests that a reference point is used to deter-
mine how an offer is perceived in negotiation and subse-
quently could affect the final price outcome. Since then,
several studies have explored the effects of reference price
in pricing games in laboratory settings (Bottom and Studt
1993; Neale, Huber, and Northcraft 1987). Also using
experimental data, Ho and Zhang (2008) find evidence of
reference price effects in a three-part tariff pricing model
between manufacturer and retailer. Our model and hypothe-
ses build on this literature by exploring the roles of both
customer reference price and salesperson reference price in
the price-setting process. We contribute to the literature by
providing evidence from actual market transactions that
past transactions that were framed as a gain or a loss in rela-
tion to a reference price affect the price setting.

Many business-to-business (B2B) transactions fit the
characteristics outlined here —namely, the price and quan-
tity are agreed upon through the interaction between a buyer
and a seller. In many industries, industrial purchasers buy a
particular product repeatedly to fulfill production needs of
the buying company. Transactions usually take place
between a buying agent and a salesperson from the supply-
ing firm. In these cases, the buyers are likely to use their
past price experience (i.e., a reference price) to evaluate the
current price of products. Similarly, salespeople who sell
products to a vast number of buyers may also rely on their
own reference prices when negotiating with a buyer. Given
that B2B transactions constitute approximately 80% (86%
in Asia, 82% in Europe, and 72% in North America) of the
volume of payments in the global economy (Agicha et al.
2010), it is imperative to understand the role of reference
prices in this context.

Using a data set constructed from the transactional record
of industrial customers of a B2B company, we model a
simultaneous system of regression equations in which price
and quantity are endogenously determined through the
interaction between buyer and seller. This modeling
approach enables us to characterize the effects of reference
price on the price paid and the quantity transacted as a joint
outcome of the transaction. We focus on the internal refer-
ence price (IRP) and therefore operationalize reference
price as a function of the previous transaction prices a cus-
tomer experiences. In the spirit of Kahneman and Tversky
(1979), we distinguish transactions in which the price is
higher than the reference price (a “LOSS” from the cus-
tomer’s point of view) and lower than the reference price (a
“GAIN”).

Our estimation approach takes into account the key fea-
tures of B2B transactions. First, we test the existence of ref-
erence price effects on the quantity purchased. Second, we
investigate the role of the customer’s reference price on the
unit price paid in a given transaction. Third, we investigate
the key role of the salesperson by incorporating the role of
the salesperson’s reference price on the price outcome of the
transaction. Last, we assess the interaction effect of the
buyer’s past experience with the salesperson and the refer-
ence price.
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Our estimates provide strong evidence that reference
price effects exist in B2B transactions. The results from the
quantity model show that business customers who purchase
at a higher (lower) price than the reference price are more
likely to purchase lower (higher) quantities beyond the
decrease in magnitude that would be predicted by the price
level alone. Furthermore, our findings indicate that cus-
tomers react more strongly to losses than to gains. This
result is consistent with the predictions of prospect theory
(Kahneman and Tversky 1979) and with the findings from
the empirical reference price literature using choice models.

We also investigate how the customer’s past losses and
gains affect the current pricing decision. Our results suggest
that previous transactions influence the pricing outcome of
the current transaction. We find that a buyer’s losses in the
past transaction lead to lower prices while a buyer’s gains
in the past transactions lead to higher prices. We show that
this relationship between past price and current price is con-
sistent with the prediction of prospect theory, in which past
losses play a relatively stronger role than past gains. In addi-
tion, our estimation results from the pricing model also pro-
vide evidence of the existence of a salesperson reference
price (i.e., an internal reference point that influences a sales-
person’s pricing behavior). Because salespeople handle
many transactions a day with many different products and
customers, it is likely that they also rely on simplifying
heuristics (i.e., a reference point) when they set prices. This
effect is stronger in cases in which previous prices were
unfavorable (i.e., a LOSS) for the salesperson in a previous
transaction.

Our finding of the effect of buyer and seller reference
prices on pricing outcome using the B2B transaction data is
new to the literature on reference prices and has important
implications for managing B2B buyer—seller relationships.
To our knowledge, our study is the first to report these ref-
erence price effects on pricing outside laboratory settings,
which have reported mixed results (Neale, Huber, and
Northcraft 1987; Northcraft and Neale 1987).

Moreover, we find that the effects of reference price on
quantity and price are affected by the buyer’s experience
with the salesperson. The larger the number of transactions
a customer has with a salesperson, the stronger is the effect
of a perceived loss, and the weaker is the effect of a gain.
Ceteris paribus, the effect of a loss on the quantity pur-
chased by a customer who has extensive experience with a
salesperson is likely to be greater than that of a customer
with little experience with the salesperson. Similarly,
experience with a salesperson also leads to a smaller
increase in quantity purchased as a result of a “gain” in
price because customers are likely to expect a beneficial
relationship from a salesperson they know well. These
results are consistent with the idea that a customer expects
favorable deals (lower prices in this case) from salespeople
with whom he or she interacts frequently.

In general, we show that the behavior of the customers in
our study is consistent with reference-dependent prefer-
ences. In contrast to customers in consumer markets, B2B
customers are firms that have their own customers (either
end consumers or other firms). Their preferences are most
likely the result of the reference-dependent behavior of the
industrial buyer (i.e., the person(s) making the purchase
decisions). However, this preference could also include or
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be influenced by the industrial buyer’s understanding of the
reference-dependent behavior of their own downstream cus-
tomers (other firms or end consumers). This interdepen-
dence of the downstream value chain is one of the most
important characteristics of B2B marketing.

To our knowledge, the current study is the first to meas-
ure and characterize the effect of reference prices on the
behavior of industrial customers embedded in a value chain
of B2B companies. Kalyanaram and Winer’s (1995) study
on reference prices as an empirical generalization suggests
that further research should explore the role of reference
price in contexts other than consumer packaged goods, par-
ticularly industrial markets, and whether customers’ experi-
ence with salespeople affects the magnitude of reference
price effects. The current study is an attempt to begin filling
this gap and to shed light on the behavioral effects of prices
in a B2B context using transactional data.

We organize the rest of the article as follows: In the next
section, we provide a stylized theory model of reference
price effects on transactions in the B2B markets. The fol-
lowing section provides the econometric model that is built
on the theory model. Then, we describe the data and the
empirical results together with the managerial implications
of our findings. The final section discusses directions for
further research.

THEORETICAL BACKGROUND

Given that we are modeling the outcome of a transaction
between a buyer and a seller with reference-dependent pref-
erences, we need a theoretical framework to describe and
analyze a B2B transaction in which quantity and pricing
decisions are determined endogenously and influenced by
reference price. In this section, we develop a stylized model
of a B2B transaction that provides a framework for the
empirical specification and the choice of variables.

In our model setup, the transaction takes place when a
customer inquires about a product and the seller offers a
selling price p. After observing the price, the customer
decides whether to accept the price p for a quantity q(p) to
maximize his or her transaction utility or to walk away if a
minimum reservation utility level is not met. The seller
knows the customer’s utility function and decision rules
when he or she offers a price for the requested product. The
model is spelled out in detail in the Web Appendix (www.
marketingpower.com/jmr_webappendix) and is based on
the following general assumptions: (1) The buyer’s utility
function has a comparative utility term that is a function of
the reference price, (2) the buyer’s reservation utility U ;,
is a function of experienced prices, and (3) the seller’s pay-
off function includes a term ¢ that embodies the psychologi-
cal cost or benefit of the transaction and is influenced by
previous transactions.

Buyer’s Quantity Decision

Buyers choose a quantity q of a product. At a price p,
conditional on their reference price R, a buyer purchases an
amount q that maximizes the utility function U(p, q; R). The
function U is the sum of two terms: a transaction utility V
(p, Q) and a comparative utility term proportional to the dif-
ference of the transaction utility and a reference utility.
Specifically, we define the buyer’s utility as follows:
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Comparative Utility

+3| V(p,q)- V(R,q)

—
Reference Utility

1 U(p.g¢R)= V(p,q)

DS .
Transaction Utility

The transaction utility is increasing in quantity (V4> 0)
and concave (qu < 0); that is, there are diminishing returns
to quantity, and it is decreasing in price (V, < 0).! We also
assume a regularity condition to ensure the existence of a solu-
tion, namely, that qu should remain bounded (see the Web
Appendix at www.marketingpower.com/jmr_webappendix).
Finally, we assume that V, < 0.

The second term in the right-hand side of Equation 1 is
the comparative utility. It is the difference between the
transaction utility V(p, q) and a reference utility, V(R, q),
defined as the transaction utility at price p = R. In other
words, given a transaction quantity q, the buyer is compar-
ing the value obtained in the current transaction with the
hypothetical value that would have been obtained at price
R. The positive proportionality constant & measures how
much the comparative utility influences the buyer’s utility
function. Let 8= 0¢ if V(p, q) > V(R, q) and & = & if V(p,
q) < V(R, q). In line with prospect theory (Kahneman and
Tversky 1979), we expect that g < 9; , implying that buy-
ers will react asymmetrically to the price discrepancy
depending on whether this discrepancy is perceived as a
gain or a loss. Finally, we assume that buyers have a reser-
vation utility U,;, that captures all the outside options and
general attitude toward the purchase. If maxy[U(p, q; R)] <
U nin» the buyer walks away and the purchase quantity q =
0

The optimal quantity q*(p; R) maximizes U(p, q; R) and
solves the first-order condition. Differentiating Equation 1,
equating it to zero, and rearranging the terms, we obtain the
optimality condition:

* 8 *

) Yy (p.q )=qu(R,q )-

Equation 2 says that at the optimal quantity q*, the ratio of
the slopes of the transaction utility (at price p) to the slope
of the reference utility (at price R) equals the constant /(1 +
8). In our model, there is a trade-off between the utility
increase or decrease and the concomitant change in compar-
ative utility. In the case of a loss, for example, every unit of
quantity not only changes the transaction utility but also
provides an amount of loss that is subtracted from the
buyer’s total utility. Thus, buyers optimize their utility by
decreasing quantity purchased relative to that of the opti-
mum without reference dependence to a point at which the
marginal transaction utility equals the marginal comparative
utility. A similar argument can be made for a gain. Panel A
in Figure 1 illustrates a loss (py > R), and Panel B illustrates
a gain (p; <R).

From Equation 2, we can solve for the optimal quantity
q*(p; R), which is a function of the transaction price p and
the reference price R. The optimal quantity q* is monotoni-
cally decreasing in price p. In addition, the relationship
between q* and p is influenced by the comparative utility

IWe use subscripts q and p to refer to the derivative of a function with
respect to quantity and price, respectively.
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term in Equation 1. For example, a transaction that is
viewed as a loss leads to a lower quantity purchased than a
similar transaction at the same price that is perceived as nei-

Figure 1
TRANSACTION UTILITY, REFERENCE UTILITY, AND TOTAL
BUYER'’S UTILITY
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Notes: Panel A shows the transaction utility V(py, q), the reference util-
ity V(R, q), and the total buyer’s utility U(py, q; R) in a case in which the
price is below the reference price (i.e., py > R). Note that U(p, q; R) <
V(po, q) < V(R, q) for all q. In addition, note that at the maximum buyer’s
utility, the slopes of V(py, q) and V(R, q) are positive (points A and A’ in
the curve) and the slope of the reference utility is larger than the slope of
the transaction utility, as per Equation 2. Analogously, Panel B shows the
same curves for a p; <R, in which V(R, q) < V(pg, q) < U(pg, q; R). The
slope of the reference utility in this case is also larger in magnitude than
the slope of the transaction utility.
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ther a loss nor a gain.2 The optimal quantity under our
assumptions is as follows:

. | d®R ifU(p.q"R) 2 Uy,
3) q" = . .
0 ifU(p,q ;R) <Upnin

Seller’s Pricing Decision

The seller’s decision is to set the price p. We assume that
the seller has perfect information about the buyer’s utility
function and reference price and sets the price such that it
maximizes the following payoff function:

4 Vs=[p-(c+0)lq.

The parameter ¢ represents the marginal cost of the product.
In addition to the marginal cost ¢, we introduce the effects of
the seller’s experience in previous transactions into the pricing
equation. Although there are several possible ways of intro-
ducing such effects, we do so by including an additional
parameter G, defined as the net cost (or benefit) that is beyond
the product cost that occurred in the transaction. The behav-
ioral and experimental economics literature of pricing (Al-
Najjar, Baliga, and Besanko 2008; Ho, Lim, and Cui 2010)
has adopted such specification of modeling the psychological
costs, and it is the most parsimonious way that we can capture
the reference price effects from the seller’s past experience.
In our model, the parameter s is not an economic fundamen-
tal but a reduced-form variable that captures shifts in the
perceived cost of the transaction. The net cost term ¢ could
be affected by the seller’s previous transaction outcomes
because the seller will try to raise the price when past trans-
actions were viewed as losses in value. Therefore, the seller’s
past losses could impose a cost on the seller in setting prices.
The opposite (benefit, instead of cost) could be argued for
the seller’s past transactions that are framed as gains.
The seller’s problem is to find the best price that maxi-
mizes Equation 4 and provides a level of utility to the cus-
tomer such that the purchase takes place.3 Recall that cus-

2We should also point out that our model is a general version of standard

utility models used in the reference price literature. Typically, the compara-
tive utility is modeled as the difference between price and reference price
(e.g., 8[R — plq) (Briesch et al. 1997; Kalyanaram and Winer 1995; Putler
1992). The approach followed in the reference price literature is a special
case of our model in which the transaction utility has the additive separa-
ble form V(p, q) = f(q) — pq. Substituting this utility specification into
Equation 1, we obtain U(p, q; R) = f(q) — pq + 8(R — p)q. This implies that
the customer is comparing values, but under some assumptions, values are
directly proportional to prices; therefore, comparing values and prices is
equivalent (for a detailed explanation of the boundary conditions, see the
Web Appendix at www.marketingpower.com/jmr_webappendix). The spe-
cific relationship between q* and prices depends on the functional form,
particularly on the way the slopes change as we change q. The Web Appen-
dix discusses particular functional form examples to provide further intu-

ition. The Web Appendix also discusses a more general situation when buy-

ers use a quantity different from the transaction quantity in the comparative

utility.

3This optimality condition implicitly assumes that sellers only maximize

current-period profits. In our empirical setting, the salesperson has little

incentive to set a dynamically optimal price that takes into consideration
the impact of the current price in the future reference price. This is because
the next customer transaction may occur with a different salesperson or
may occur again in another few months. In addition, the main effect of a
dynamic optimal pricing policy would be a higher price than the static pric-
ing policy (see Popescu and Wu 2007) and would not bias our estimates.
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tomers purchase only if U(p, q*[p; R];:R) > U,,;,. Therefore,
we can state the seller’s decisions as finding p such that

p* = argmax{p < p}[p — (c + 6)]q,

where p is the price above which the buyer’s utility falls
below U,,;,; that is, if p > P, then U(p, q*[p; R]; R) < Uin-
As we explained previously, U,;, captures the state of mind
and the outside options the customer has when he or she
enters the transaction. If the customer experienced a recent
transaction that was framed as a loss in price or value, he or
she may have a higher utility threshold U,,;,, and thus a
lower p, and is more likely to walk away from a transaction.
Analogously, the customer who experienced a recent trans-
action that was framed as a gain will have a higher p and
could be willing to accept higher prices. Thus, p represents
the upper price threshold above which the customer rejects
the offer and ends the transaction, and it depends on the cus-
tomer’s past price experiences with the seller.4

When p < P, we can find the optimal price p* by solving
the first-order conditions and rewriting as follows:

# q
p =¢c+0-— a—q .
ap

In general, we can then write the seller’s price as follows:

p** = min{p*, p}.
Implications for the Empirical Model

Our model captures the reference-dependent transaction
in a general and parsimonious way. From the buyer’s and
seller’s first-order conditions, which are two equations and
two unknowns (quantity and pricing), we can solve for the
equilibrium quantity and price {q**, p**}. The properties of
the buyer and seller utility functions ensure that there is a
unique equilibrium. The exact relationships depend on the
specific functional (for examples, see the Web Appendix at
www.marketingpower.com/jmr_webappendix).

The general approach for the empirical model described
in the next section is a simultaneous system of equations in
which price and quantity are endogenous variables. From
our analysis of the customer quantity decision, we expect
that an increase in price (i.e., a customer loss) or a decrease
in price (i.e., a customer gain) relative to the reference price
would have a negative or positive effect, respectively, on the
quantity purchased, and they should enter the empirical
specification explicitly.

Our theoretical framework assumes that customers com-
pare the value of the transaction to the value of a hypotheti-
cal transaction at the reference price. This allows consumers
to adjust the quantity purchased to match the marginal effect
of the transactional utility to the marginal effect of the com-
parative utility. In contrast, empirical choice models on ref-
erence price assume that quantity is fixed, so comparing
values is equivalent to comparing prices. In our empirical

4Our definition of P is similar to the reservation price concept. In refer-
ence price consumer behavior literature, researchers have found that reserva-
tion prices and reference prices are often highly correlated (Janiszewski and
Cunha 2004; Lichtenstein and Bearden 1989) and that reservation prices
are sometimes higher than reference prices (Lichtenstein and Bearden
1989). Therefore, we hypothesize that the customer’s past price experience
can be highly correlated with p and therefore affect the pricing outcome.

model, we use a more flexible empirical specification (i.e.,
we use higher-order terms in GAIN and LOSS, as explained
in the next section) that accounts for this theory implication
and enables consumers to compare transaction value with
reference value.

Our theoretical framework also assumes that past trans-
actions have an effect on the buyer’s reservation price p and
the seller’s psychological cost 6. In the empirical specifica-
tion for the pricing model with respect to the reference
price, we include the lagged terms of the LOSS and GAIN
variables for the customer to capture the customer’s recent
price experience with the selling firm. A customer who
comes from a recent loss (gain) would have a lower (higher)
reservation price, p, and we should expect lower (higher)
prices on average. Analogously, in the empirical specifica-
tion of the pricing model, we can include the lagged LOSS
and GAIN variables of the salesperson to account for the
effect of a seller’s psychological cost on the current price.

EMPIRICAL MODEL

The theory model presented in the previous section sug-
gests that the transaction quantity is a function of transac-
tion price, namely, the perceived loss or gain from the trans-
action price with respect to reference price for the buyer.
The theory also suggests that transaction price is a function
of transaction quantity, cost, and the lagged LOSS or GAIN
of transaction price with respect to reference price for the
buyer as well as for the seller.

Reference Price

We expect that the observed transaction price should
depend on the customer reference price as well as on the
departures from the reference price. There are several ways
of specifying the reference price terms (Erdem, Mayhew, and
Sun 2001), and we use two in our study. The first reference
price specification uses the customer’s last transaction price as
the reference price for the current transaction, RPj;; = pjj ¢ .
The reference price specifications are in the realm of IRPs
and have been widely used (Bell and Bucklin 1999; Kalya-
naram and Little 1994; Krishnamurthi, Mazumdar, and Raj
1992; Lattin and Bucklin 1989; Mayhew and Winer 1992;
Winer 1986).5 Briesch et al. (1997) find that even in a con-
sumer goods setting, IRP provides the best fit. The lack of
competitors’ price information also makes it impossible for
us to assess the role of external reference price as Hardie,
Johnson, and Fader (1993) suggest. However, as discussed
subsequently, we include external price indexes and a set of
customer-, product-, and time-specific fixed effects to cap-
ture the effects of competitors’ price on the quantity demand
and pricing outcome. Empirically, past prices that influence
the reference price can be either the records of past transac-
tions in a data management system or the memory of the
purchasing and selling agent.

LOSS and GAIN Variables

In the theory model, the reference price effect is modeled
using the comparative utility term. The comparative utility

5We also test a second reference price specification, which is a weighted
average of the customer’s last transaction price and last reference price (for
the results, see the Web Appendix at www.marketingpower.com/jmr_
webappendix).
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term is a function of the difference between price and refer-
ence price (p — R) and affects the transaction quantity and
price. Empirically, we only observe how far the paid price
departs from the reference price. Following the current lit-
erature in empirical models (Krishnamurthi, Mazumdar, and
Raj 1992; Winer 1986), we can specify the LOSS and GAIN
variables in the quantity equation to capture the departure of
the current price from the reference price upward and down-
ward, respectively. More specifically, for a given buyer i
who buys product j from seller s during transaction t,

5) GAINj; = [Rijt - pijst] X I{Rijt > pijst}
LOSS;; = |:pijst - Rijl:| X l{pijst > Rijl}v

where either the GAIN or the LOSS term will hold depend-
ing on the sign of p;ji — Rjj, and we specify the difference
term (between R and p) inside the bracket in Equation 5 to
be always positive. Here, LOSS and GAIN work as proxies
for the comparative utility term: The larger the LOSS or
GAIN variable, the larger is the comparative utility and its
effect on the transacted quantity. In line with prospect theory,
we expect GAIN to have a positive effect on the quantity
purchased and LOSS to have a negative effect. Additionally,
we expect the absolute effect of GAIN to be smaller than
the absolute effect of LOSS.

Our theoretical framework assumes that buyers are com-
paring values, not merely comparing the transaction price
with the reference price. Mathematically, this is equivalent
to saying that the optimal quantity q* is not necessarily a
linear function of LOSS or GAIN in price (i.e.,p—RorR —
p). For the general model, the derivative of the optimal
quantity q* with respect to price (dq*/dp) is a function of
price and depends on the optimal quantity itself (see the
Web Appendix at www.marketingpower.com/jmr_webap-
pendix). A change in price p changes the optimal quantity
q"; in addition, the size of this effect (dq*/dp) could decrease
or increase as LOSS or GAIN become larger. To account for
this and better approximate the effect of comparative utility
on quantity purchased, we estimate additional models to
include linear as well as higher-order variables of LOSS and
GAIN, such as (LOSS)2 and (GAIN)Z2, in our empirical
model of buyer’s quantity decision.

In the empirical specification of the pricing decision, we
include lagged LOSS and GAIN variables for both the
buyer and the seller. As we discussed in the “Theoretical
Background” section, the past reference price effects for
both the buyer and the seller can also affect the pricing out-
come. More specifically, the buyers’ reservation price can
be correlated with their past experience of reference price
effects (Janiszewski and Cunha 2004; Lichtenstein and
Bearden 1989). For the seller, past experiences of reference
price effects may affect the net cost (of benefit) ¢ that is
beyond the product cost ¢ and can be conceptualized as a
representation of the psychological cost (Al-Najjar, Baliga,
and Besanko 2008; Ho, Lim, and Cui 2010). Therefore, we
include the buyer’s and the seller’s lagged LOSS and GAIN
variables as independent variables in the estimation of the
pricing equation. These variables are exogenous to the cur-
rent transaction and capture the buyer and the seller’s refer-
ence price effects on the pricing outcome. For the buyer, the
LOSS and GAIN variables in the pricing equation are spec-
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ified as in Equation 5. For the seller, the LOSS or GAIN
variables are also specified as the difference between the
transaction price and the salesperson reference price. Specifi-
cally, for a salesperson who sells product j in transaction t,

©) GAING, = pijee — RS % 1pijec > RS}
LOSS$, =[RS~ pist | X 1{RS > pic .

Similar to Equation 5, we specify the difference term
between R and p inside the brackets to be positive. We also
estimate models that include higher-order powers of the
buyer’s and seller’s lagged LOSS and GAIN variables, such
as (lagged LOSS)?2 and (lagged GAIN)2, in the pricing equa-
tion to investigate diminishing effects as lagged LOSS and
lagged GAIN become larger.

In line with the theory model prediction, we include price
and customer’s GAIN and LOSS terms as key independent
variables in the quantity equation; in the pricing equation,
we include quantity, cost, and the customer’s as well as the
seller’s lagged GAIN (denoted as GAIN, _ ) and lagged
LOSS (denoted as LOSS; _ ;) terms as independent variables.
Specifically, a customer i’s purchase from salesperson s of
product j of quantity q and transaction price paid p at trans-
action t can be estimated simultaneously with the following
two equations®:

() Qisjt = Oq + VpPisit + Yo1GAINjg; + Yo2(GAIN;;0)?
+ Y11 LOSS;gje + YLo(LOSS;j)2 + Zikiy + by + O

+ T + &, and

@) Pisjt = Op + Bydisjc + Becj + Bg1GAINjg
+ BG2(GAINj - )% + BLiLOSSg
+ BLQ(LOSSisj,t— D2+ BSGIGAIN;[_ 1
+ BSGZ(GAINi D2+ B?_ILOSS? t—1

+ Bio(LOSSS (_ )2 + ZEiB + Mij + N + T + .

For variable Z in the preceding quantity and pricing equa-
tions, we include the inventory and recency variables, the
effect of customer—salesperson experience, the effect of cost
change, and variables and fixed-effect variables, as detailed
in the following subsections.

Inventory and Recency Variables

We add an inventory variable (Bucklin and Gupta 1992)
and a recency variable to control for possible buyer inven-
tory dynamics. If customers are building inventories when
prices are low and then using them up when prices are high,
we could observe an effect similar to the one studied in the
current research: higher (lower)-than-expected purchases
for decreases (increases) in price. We compute the inventory
variable as in Bucklin and Gupta (1992) but use a smoothed
average of product purchases during the previous quarter as
consumption rate. We operationalize the recency variable as
number of weeks since last purchase.

6In the estimation, we specify quantity as the logarithm of the quantity
transacted; similarly, we specify price as the logarithm of the price transacted.
The quantity purchased for the average transaction varies markedly across
products. Using logarithms alleviates the potential effect of heteroskedas-
ticity that could result from these large variations across observations.
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The Effect of Customer—Salesperson Experience

The role of customer and salesperson interaction is an
important characteristic in business markets. In addition to
our base model, we also explore whether the customer
experience with the salesperson has an impact on the rela-
tionship between GAIN/LOSS and the quantity and price
decisions. In particular, we explore how the reference price
effects on quantity purchased and transaction price are
affected by the customer’s previous experience with the
salesperson. We operationalize the customer—salesperson
experience by defining a frequency variable, Fi;;, represent-
ing the number of purchases a customer made from a sales-
person in the most recent quarter (lower quartile = 4,
median = 30, upper quartile = 70). A higher number of pur-
chases during the previous month implies a higher number
of interactions with a given salesperson and a higher experi-
ence between the customer and the salesperson. We also add
the interaction terms between the corresponding frequency
variable and reference price variables, GAIN, and LOSS to
investigate whether the relationship between the sales-
person and the customer affects the transaction price. Ex
ante, we do not have a prediction on the direction of this
effect. On the one hand, a stronger buyer—seller relationship
could lead to a higher observed price because the sales-
person may be taking advantage of customer loyalty and/or
switching costs (Palmatier, Scheer, and Steenkamp 2007).
On the other hand, a stronger buyer—seller relationship
could lead to lower prices because salespeople may favor
their long-term relationship with a customer (Bagozzi 1995)
or customers use their familiarity with the salesperson to
push down the price.

The Effect of Cost Change

As we explained previously, we observe the cost of the
product sold and include the cost variable c; (log of reported
cost of the item sold) in the pricing equation with coeffi-
cient B.. In addition, we are interested in how changes in
cost affect the GAIN and LOSS effects because of potential
fairness concerns. Fairness feelings can be rule based; busi-
ness consumers, for example, could judge the social accept-
ability of the price in relation to rules such as cost (Kahne-
man, Knetsch, and Thaler 1986). Rule-based fairness could
be an induced feeling underlying the observed reference
price effect, especially loss aversion. When the transaction
price is higher than the reference price and not associated
with a cost increase, buyers might deem it to be unfair and
exhibit strong loss aversion, but when the price increase is
associated with a cost increase, buyers could perceive it as
fair and exhibit less loss aversion or none at all. We include
two interaction terms between increase in cost (actual cost
change in the previous transaction) and GAIN and LOSS to
capture possible fairness effects related to changes in cost.

Control Variables and Fixed Effect Variables

In addition to the key variables shown in Equations 7 and
8, we include a lag-quantity variable g;; (_ in the quantity
equation to account for serial correlation in quantity pur-
chase. This variable captures the effect of the most immedi-
ate past transaction, whereas the inventory variable described
previously captures a more long-term trend. We include
both the customer and the salesperson reference prices (R

JOURNAL OF MARKETING RESEARCH, OCTOBER 2012

and Ry, respectively) in the pricing equation to control for
the effect of reference points on pricing.

To account for downstream demand and other unique fea-
tures of B2B transactions, we include additional control
variables and fixed-effect variables. Both the quantity and
pricing equations contain several fixed effects, including
customer-, salesperson-, and product-specific fixed effects.
In addition, we include four weekly price indexes that cap-
ture the spot prices in commodity exchanges markets for
lumber, framing lumber, and structural panels and boards.”
As a set of variables, these indexes capture the market per-
ception of what the prices for raw timber materials and
semiprocessed products will be in the medium term. We
expect the salespeople and customers (e.g., purchasing man-
agers in firms such as appliance manufacturers) in our data
set to be aware (even if the knowledge is imperfect) of price
trends and that this awareness may affect their purchase and
pricing behavior.

Our data set also contains location information for each
customer, enabling us to use a dummy variable to control
for relevant economic and industry characteristics in the
particular customer’s region. We focus on the construction
industry, given that the customers in the data set are either
directly or indirectly related to construction. We use the
number of new buildings approved (Construction Approvals)
and the number of construction employees (Construction
Employment) as two proxy variables for construction activ-
ity. Finally, we compute the total sales observed in our data
set (across products and customers) in each postal area. This
variable is constructed from the overall transaction data-
base; that is, it includes products and customers that are not
part of our estimation. These variables control for market
structure and different degrees of business activity and com-
petition that the customer (the buying firm in our model and
estimation) faces with respect to its own customers. High
levels of downstream competition would change the pricing
behavior of the seller’s buyers, who in turn can change the
way they interact with their suppliers (i.e., the customer or
buyer in our model). We also include quarterly dummies to
account for seasonal changes in the market environment that
may be affecting purchasing or selling behavior. Table 1
summarizes the fixed effects we include and the specific rea-
son to have them in each of the two simultaneous equations.

This completes our discussion of the empirical specifica-
tion of our simultaneous equation system model. By includ-
ing all the key variables, control variables, fixed-effect
variables, and variables in our extended models into the equa-
tions, the most complete model can be rewritten as follows:

(9)  disit = Oq + VpPisjt T ¥qdij, 11 T YGGAINjg; + v LOSS;g;

+ YrFisie + YrG (FisthAINisjt) +YEL (FisthOSSisjt)

R
+ YiINVj; + YrRecency +z Regional_Dummies,

r=1

+0; +0;+ 05 + T + £, and

ijt>

TWe used weekly indexes for the Chicago Mercantile Exchange Lumber
Future, the Framing Lumber Composite Price, the Structural Panel Com-
posite Price, and the OSB 7/16” Northern Central Price. These data are
publicly available.
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Table 1
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DESCRIPTION OF FIXED EFFECTS

Fixed Effects

Quantity Equation

Pricing Equation

Product-specific

Customer-specific

Salesperson-specific

Regional dummies

External price indexes

Seasonal dummies

Some products are typically bought in larger quantities than others.

Some customers buy larger volumes than others, affecting the
quantity observed for the customer.

Some salespeople may be better than others at selling larger
volumes.

The type and number of competitors and downstream customers
varies by region. This dummy variable accounts for changes in
quantity purchased that may result for these different market
conditions across geographies.

Changes in international prices for the basic commodities may lead
to changes in the quantity purchased. Customers may buy higher
quantities if stockpiling when they perceive international prices to
be low. Alternatively, they may buy lower quantities when waiting
for the price to come down.

This dummy variable controls for changes in the total demand for
the end products that may be occurring over time, affecting

This accounts for the specific unit price level for a product.

Customers have different willingness to pay or different
negotiating ability, which may affect the overall price level at
which their transactions occur.

Some salespeople have different negotiating ability or perhaps
a tendency to offer lower prices.

The competitive landscape varies by region. Including a
regional dummy allows us to control for higher price
competition (there are more firms selling timber) or higher
competition downstream (the customer’s customers make
lower margins and are more price sensitive) across
geographic regions.

The pricing decision may be influenced by the current prices
in the marketplace. A change in one of these indexes may
lead to accepting higher prices or negotiating harder for a
lower price.

This dummy variable controls for changes in the competitive
environment that may lead to different price-taking behavior

customer’s purchased volumes.

from customers.

(10) Pisjt = Ocp + quisjt
+BrRPj; + BGGAINg (— +BLLOSS g
+BRRP} +BGGAIN; (_; + By LOSS]
+ BrFige +BFG(FisthAINisj,t—l)+BFL(FisthOSSisj, t—l)

+Beci +Beg (CthAINisj,t—l) +Ber (CthOSSisj, t—l)

K
+ BINVj; + BrRecency;y +2 By Market_Prices;;
k=1

R
+Z Regional_Dummies, +1; + M+ Mg + 7T, + &},

r=1

We can also write a similar model with the added quadratic
effects described in Equations 7 and 8.

We estimate the model using three-stage least squares
(3SLS). Specifically, we use the costs as instruments for the
endogenous variables, price, and reference price in the first-
stage regression of 3SLS. The cost of the product serves as
the instrument for the price variable in our model. We
observe the cost that the selling firm assigns to the product.
This accounting cost is based primarily on the cost of the
raw materials purchased and sometimes minor inputs that
went into machining the product. Salespeople use it to com-
pute their sale margin, and it is correlated with the selling
price. This internal accounting cost is material specific and
is uncorrelated to the market price indexes, which mostly
capture broad industry trends and expectations. Thus, we can
consider it exogenous to the transaction and thus serving as
a good instrument. As Hausman (1975, 1983) shows, 3SLS
has the same asymptotic distribution as the full-information
maximum likelihood estimator, which is asymptotically
efficient among all estimators.

DATA OVERVIEW

Our data come from a customer transaction database of a
European (U.K.) company selling processed timber to
industrial customers (e.g., furniture manufacturers, window
manufacturers, decking contractors). Two sets of factors
make this industry an ideal setting for studying reference
price: product—service homogeneity and product usage.

For customers to compare prices, it is important that the
purchases are comparable. Products in this industry are
unambiguously defined by a few characteristics (e.g.,
species of the raw material, finishing, environmental certifi-
cation, dimensions of each piece, country of origin), and
these product specifications do not vary over time. In addi-
tion, the level of service offered is fairly constant across
these products. For example, delivery is included in the
final paid price for all these purchases. As a result, cus-
tomers can compare purchases for a given product and con-
struct an IRP over time. From our perspective, it enables us
to identify each product (not always possible in B2B set-
tings) and ensure that our comparisons are valid. Our analy-
sis would not be possible in industries in which a higher
level of product or service customization iS common or
service variability is high across customers or over time,
because it would result in too many unobserved drivers of
the transaction price.

The type of usage of the products in our studies is also
conducive to study reference prices. First, it is a frequently
purchased manufacturing input (in contrast, for example, to
machinery that is purchased yearly). It is typical for cus-
tomers to place several orders a month for different materi-
als and sometimes for exactly the same material. Customers
use this product to manufacture furniture or in construction.
The product constitutes between 20% and 30% of the cost
of the final product (depending on the particular industry).
This means that changes in prices are not likely to result in
significant changes in downstream prices. Consider a sim-
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ple channel structure in which the buyer in our model is a
furniture manufacturer who wants to maintain its absolute
margins. Therefore, a 10% increase in the price paid for tim-
ber would translate into approximately a 3% change in the
downstream price if we assume complete pass-through.8

Because we are studying a seller that sells a frequently
purchased standardized product used as one of many inputs
in the manufacture of customized infrequently purchased
products, our assumption that the reference effect is happen-
ing at the customer decision point is likely to be justified.
Taken together, these factors enable us to estimate the refer-
ence price effect and suggest that we are measuring the cus-
tomer’s (e.g., industrial’s buyer’s) reference-dependent
preferences.

Transactions originate from the customer purchasing
agent who calls in to the in-house sales center of the firm. A
typical transaction involves the request for a price quote for
a given quantity and product specifications. The salespeople
have authority to set the price and are observed by the sales
manager, who evaluates them according to their sales per-
formance (volume, margin, and other subjective metrics).
The quantity the customer requests may change during the
transaction. The company also deals with large-volume cus-
tomers through a separate channel (usually a dedicated
account manager). These large-scale customers may have
long-term contracts. Because the company identified these
customers to us, we excluded them from our analysis. The
analysis of the effects of pricing on these large key accounts
is beyond the scope of this study.

We observe two years of transactions (2002-2003). For
each customer transaction, we observe the price paid, cost
of the product to the selling firm, and the salesperson
responsible for the transaction. The firm computes the cost
to monitor their margins and is based on the recent whole-
sale purchase of raw timber at market prices.

We perform the estimations using the 55 most frequently
purchased products. This enables us to observe repeated
transactions involving the same product for a given cus-
tomer and infer how previous prices are affecting behavior
as well as have a suitable variation in prices paid. Using fre-
quently purchased categories with few different stockkeep-
ing units (e.g., tuna, ketchup, orange juice) is also a typical
approach in reference price studies in consumer packaged
goods categories. For each product, we select customers
who have purchased the product at least ten times in the
two-year period. The average interpurchase time for a given
product is 3.3 weeks, though sometimes customers purchase
the same product twice or more in a given month.

The number of customers in our final data set is 135, and
the number of salespeople is 33. We use a total of 10,614
transactions in our model estimation. Table 2 summarizes
the customer and salesperson activity of our focal products.
The table also shows that there is a large variability in the
customer and salesperson activity (relatively large standard
deviations).

8Considering how competitive industries such as kitchen and furniture
manufacturers are, pass-through rates (how much a firm increases its price
for a given increase in cost) are likely to be less than unity; in other words,
furniture manufacturers are likely to absorb most of the price increase, low-
ering their margins somewhat. More intermediaries (e.g., furniture retail-
ers) can lead to further margin absorption.
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Price discrimination across customers results in different
customers paying markedly different prices for the same
product. In our study, we are concerned with the price var-
iation experienced by a given customer for a given product
over time. As we show in Table 3, approximately 60% of the
transactions involve a customer obtaining the same price as
the price paid in the previous transaction. For the remaining
transactions (approximately 40%), the price increases or
decreases. Last, we complement our data set with publicly
available market indexes for timber and lumber prices and
futures, as described in the previous section.

RESULTS

In this section, we present and discuss the results from the
estimation of the simultaneous system of equations. We
estimate four versions of the general model (Models 1-4).
Model 1 accounts for reference price effects on both quan-
tity and pricing. This base model does not include variables
such as experience between the customer and the salesperson
or changes in cost. Model 2 is similar to Model 1 but with
the addition of variables that capture salesperson—customer
experience, namely frequency FSalesP (we drop the subscripts

Table 2
SUMMARY STATISTICS
M SD
Customer
Number of items purchased per customer 93 126
Number of distinct products purchased per customer 38 42
(of top 20)
Average sale monetary volume per item (€) 317 282
Number of distinct salespeople 79 40
Average interpurchase time for a given product type 33 8
(weeks)
Salesperson
Number of items sold by a salesperson 321 426
Number of distinct products sold by a salesperson 22 16
(out of top 20)
Average yearly sale (€) 290 133

Number of distinct customers (of the 270 considered) 27 23

Customer—Salesperson Dyad

Number of items for a customer—salesperson dyad 11.7 375
Number of distinct products for a 2.5 2.7
customer—salesperson dyad
Monetary sales per customer—salesperson dyad (€) 2891
Total
Number of products 55
Number of customers 114
Number of salespeople 33
Number of customer—salesperson dyads 909
Table 3

PRICE AND QUANTITY CHANGES

Quantity Quantity Quantity

Increase Same Decrease Total
Price increase 8.3% 2% 10.7% 19.1%
Same price 28.4% 3.9% 30.0% 62.3%
Price decrease 10.6% 2% 7.8% 18.6%
Total 47.3% 4.2% 48.5% 100.0%

Notes: Each cell in this table indicates the proportion of all transactions
that correspond to a price increase, the same price, or a price decrease and
its relationship to changes in quantity purchased.
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here and in the following text for ease of exposition), and
its interactions with the LOSS and GAIN terms. Model 3
extends the base model by including a variable that describes
the changes in cost in the previous transaction and the cor-
responding interactions with the GAIN and LOSS variables.
Finally, Model 4 is the most complete specification, includ-
ing both variables that capture salesperson—customer inter-
action and cost changes. In addition, we estimate a basic
model (labeled Model 0) without reference effects for com-
parison purposes.

We specify the reference price as RP;j = pj; (| —that is,
a customer’s last transaction price as the reference price. In
the “Theory Background” section, we suggest that the rela-
tionship between quantity and reference price can be either
linear or nonlinear depending on whether the customer is
comparing prices or comparing values. Therefore, we esti-
mate two versions of the empirical model, Equations 9 and
10. In the first version, we only include linear reference
price variables, which capture the reference price effects on
quantity and price (see Tables 4 and 5, respectively). Our
theoretical analysis suggests that the relationship between
the observed quantity and prices need not be linear in gen-
eral. In the second version (see Tables 6 and 7), we include
both linear and quadratic reference price variables to better
capture the potential diminishing (or increasing) reference
price effects on quantity and price when customers are com-
paring the transaction value with the reference value. For
ease of exposition, we only provide selected estimates of the

9We also estimated the models using another specification of the reference
price, RPyj = 0pjj_ | + (1 - O)RP;;,_ | —that is, the weighted average of
last transaction price and past reference price as the current reference price.
We set 0 = .5. The results are similar to the case in which RPy; = pjj; _ and
are presented in the Web Appendix (www.marketingpower.com/jmr_
webappendix).
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model with quadratic effects because the results are qualita-
tively the same as those in the regression with only linear
terms (for complete tables, see the Web Appendix at www.
marketingpower.com/jmr_webappendix).

Endogenous Variables and Instruments

The price coefficient is negative and significant, as cus-
tomers generally buy lower quantities at higher prices.
Similarly, the quantity coefficient in the pricing equation is
also negative and significant. The coefficient on the lagged
quantity variable in the quantity equation is positive, showing
some level of state dependence in purchases. (Recall that we
accommodated customer heterogeneity in quantity purchased
using the fixed effects.) The estimates of the cost coefficient
are also positive and significant, an expected result given
that salespeople rely on the cost information to set price.

The Effect of Reference Price on Quantity Purchased

The estimated coefficients of the variables GAIN and
LOSS in the quantity measures the reference price effect on
the quantity purchased. We find that the GAIN variable has
a positive and significant coefficient across all models and
both reference price specifications. In contrast, the LOSS
variable has a negative and significant coefficient across
models and reference price specifications. In other words,
when the current transaction price is higher than the cus-
tomer’s reference price and consequently there is a per-
ceived LOSS, the customer tends to buy less of the product
than the amount he or she would have purchased without
the LOSS effect. Analogously, when the current price is
lower than his reference price, the perceived GAIN results
in a higher quantity purchased than the one without the
GAIN effect. Another important point to note is the size of
the main effects of GAIN and LOSS in the base model

Table 4
ESTIMATION RESULTS FOR QUANTITY EQUATION USING LAST TRANSACTION PRICE AS REFERENCE PRICE (R = P_,)

Quantity Equation Model 0 Model 1 Model 2 Model 3 Model 4
Price =778 -1.195 -1.176 -1.177 -1.222
(.184) (.197) (.198) (.197) (.197)
Lagged quantity 205 206 206 206 205
(.009) (.009) (.009) (.009) (.009)
Loss -1.324 -1.045 -1.320 -994
(.175) (229) (.175) (.228)
Gain 349 519 342 565
(.150) (.199) (.150) (.199)
Fisalesp 1.35E-04 9.68E-05
(2.86E-04) (2.86E-04)
Falesp x LOSS -.007 -.008
(.003) (.003)
Falesp x GAIN —.004 —.004
(.002) (.002)
Weekgap 013 018 017 018 018
(012) (012) (012) (012) (012)
Inventory 002 001 1.00E-03 001 001
(.005) (.005) (.005) (.005) (.005)
Post area sales -210 -195 -.282 -195 -.196
(077) (.076) (.087) (.076) (.076)
Construction approvals 8.31E-05 8.39E-05 6.62E-05 8.40E-05 8.01E-05
(4.21E-05) (4.20E-05) (6.19E-05) (4.20E-05) (4.20E-05)
Construction employment -.002 -.003 8.24E-04 -.003 -.003
(.001) (.001) (.003) (.001) (.001)
Fit (BIC relative to Model 0) 0 61.1 504 60.3 343

Notes: Estimates in boldface are significant at the p < .05 level. Estimates in italics are significant to the p < .10 level.
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Table 5
ESTIMATION RESULTS FOR PRICING EQUATION USING LAST TRANSACTION PRICE AS REFERENCE PRICE (R = P_y)

Pricing Equation Model 0 Model 1 Model 2 Model 3 Model 4
Quantity -.005 -071 -071 -.057 -070
(.003) (.003) (.003) (.003) (.003)
Cost 207 155 154 159 139
(.016) (.016) (.016) (.016) (014)
Lag of increase in cost -.018 -014
(014) (012)
RP 471 580 579 576 498
(.007) (.009) (.009) (.009) (.008)
Lagged_Loss -273 -.236 -.264 -.058
(013) (.016) (013) (017)
Lagged_Gain 082 104 083 045
(.010) (013) (.010) (014)
RP, 014 016 016 019
(.005) (.005) (.005) (.005)
Lagged_Loss, 002 -.008 -.007 005
(.002) (.004) (.004) (.003)
Lagged_Gaing, 1.59E-04 —-.004 -.005 003
(.002) (.003) (.003) (.002)
Fsalesp —8.66E-06 —2.11E-05
(2.12E-05) (2.16E-05)
Falesp x Lagged_Loss -8.21E-04 -841E-04
(1.96E-04) (2.35E-04)
Falesp x Lagged_Gain —4.66E-04 -3.16E-04
(1.81E-04) (1.92E-04)
Lag of increase in cost x Lagged_Loss 188 919
(.305) (.335)
Lag of increase in cost X Lagged_Gain -.133 089
(.302) (295)
Weekgap 001 001 001 001 002
(9.24E-04) (8.87E-04) (8.83E-04) (8.90E-04) (9.05E-04)
Inventory -3.32E-04 001 001 8.14E-04 9.36E-04
(3.59E-04) (3.44E-04) (3.42E-04) (3.44E-04) (3.51E-04)
Post area sales 008 —-.008 -.010 —-.005 —-.007
(.006) (.006) (.007) (.006) (.006)
Construction approvals —-6.36E-06 9.99E-07 1.42E-07 -3.76E-07 2.55E-07
(3.30E-06) (3.16E-06) (4.64E-06) (3.16E-06) (3.22E-06)
Construction employment -2.93E-04 -4.33E-04 -6.99E-04 —4.08E-04 -4.01E-04
(1.07E-04) (1.03E-04) (2.43E-04) (1.03E-04) (1.05E-04)
Chicago Mercx 5.02E-05 3.32E-05 2.53E-05 2.95E-05 3.71E-05
(6.35E-05) (6.08E-05) (6.05E-05) (6.11E-05) (6.21E-05)
Fralum —1.45E-04 —-1.03E-04 -9.12E-05 -8.81E-05 -1.21E-04
(9.34E-05) (8.95E-05) (8.90E-05) (8.99E-05) (9.13E-05)
Structpan 1.30E-04 1.52E-04 1.47E-04 1.42E-04 1.45E-04
(7.05E-05) (6.76E-05) (6.72E-05) (6.78E-05) (6.89E-05)
Osb —9.62E-05 —1.24E-04 —1.18E-04 —1.25E-04 —1.14E-04
(7.51E-05) (7.19E-05) (7.16E-05) (7.22E-05) (7.34E-05)
Fit (BIC relative to Model 0) 0 980 1023.1 884.1 944 4

Notes: Estimates in boldface are significant at the p < .05 level. Estimates in italics are significant to the p < .10 level.

(Model 1 in Table 4). The absolute magnitude of the LOSS
variable is significantly larger than that of the GAIN
variable. For example, for Model 1, the coefficients for
LOSS and GAIN are —1.32 (SE = .17) and .348 (SE = .15),
respectively. Because these variables are standardized, this
difference in magnitude suggests that customers in these
markets exhibit loss aversion. This result is similar to the
findings from studies in consumer packaged goods indus-
tries (Kalyanaram and Winer 1995).10

10Note that we obtained these results from a transaction data set that
records purchases that did occur, and we do not have information on cus-
tomer—salesperson interactions that did not lead to a purchase. However, the
effects of reference price could be even larger than what we would find if we
had such data because a higher price (compared with reference price) could
drive customers to go to a competitor or decide not to buy. Therefore, the
extent of loss aversion may plausibly be stronger than our results suggest.

The results for the quantity equation of the models when
both linear and quadratic coefficients are included appear in
Table 6. In this case, the coefficients for LOSS and GAIN
are —2.47 (SE = .39) and .57 (SE = .21) when we include
both linear and quadratic terms of LOSS and GAIN. We
find that Tables 4 and 6 show the same pattern for the coef-
ficients for all the models estimated.

The quadratic LOSS and GAIN coefficient estimates are
significant, as we show in Table 6. The estimates suggest
that the reference price effects have diminishing effects as
the magnitudes of losses and gains increase. Consider the
LOSS variable. The estimates of the quadratic term,
(LOSS)2, are positive; this suggests that as price increases,
the magnitude of the LOSS effect increases but at a decreas-
ing rate. An explanation for this result is that higher prices
lead to higher LOSS. However, a higher LOSS leads to a
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Table 6
ESTIMATION RESULTS FOR QUANTITY EQUATION WITH
QUADRATIC TERMS USING LAST TRANSACTION PRICE AS
REFERENCE PRICE (R = P_,)

Quantity Equation Model 1  Model 2  Model 3 Model 4
Price -1.062 -1.083 -1.046 -1.085
(.197) (.197) (.196) (.197)
Lagged quantity 207 207 207 207
(.009) (.009) (.009) (.009)
Loss 2477 -2.171 -2471 -2.172
(.385) (433) (.385) (433)
(Loss)? 3.716 3.526 3.707 3.527
(1.041) (1.053) (1.041) (1.053)
Gain 571 773 568 774
(.212) (.245) (.212) (.245)
(Gain)? —474 —457 -478 -457
(.243) (.243) (.243) (.243)
Fsalesp 745E-05 743E-05
(2.86E-04) (2.86E-04)
Fsalesp x LOSS -.006 -.006
(.003) (.003)
Fsalesp x GAIN -.004 -.004
(.002) (.002)
Weekgap 019 019 019 019
(012) (012) (012) (012)
Inventory 001 001 001 001
(.005) (.005) (.005) (.005)
Post area sales -191 -.193 -191 -.193

(.076) (.076) (.076) (.076)
844E-05 8.I2E-05 845E-05 8.12E-05
(4.20E-05) (4.20E-05) (4.20E-05) (4.20E-05)

Construction approvals

Construction Employment —.003 -.003 -.003 —-.003
(.001) (.001) (.001) (.001)
Fit (BIC relative to model 0) 73.6 443 729 445

Notes: Estimates in boldface are significant at the p < .05 level. Esti-
mates in italics are significant to the p < .10 level.

smaller optimal quantity, making the comparative utility
smaller. This reduces the effect of LOSS (per “unit” of loss).
The significance of the quadratic LOSS and GAIN variables
also suggests that the buyer is comparing the transaction
utility and the reference utility in quantity decision rather
than just the prices.

In the last row of Tables 4 and 6, we provide the Bayesian
information criterion (BIC) for the model, relative to the
BIC of Model 0 (in which higher numbers imply better fit).
All models with reference effects have a better fit than the
base Model 0, and the quadratic terms improve the overall
fit in most cases.

The Effect of Reference Price on Price Paid

We first analyze the main effect of both customers and
salesperson reference prices on the pricing outcome of the
transaction and then the effects of the customer’s and sales-
person’s perceived losses and gains. The variable RP in this
model is the previous price the customer paid. It captures
the main effect of the reference price on the quantity pur-
chased. The coefficient estimate for RP is positive across all
models, essentially capturing the dependence of pricing on
reference points. (The fixed effects accommodate customers
having different intrinsic willingness to pay.) This is consis-
tent with the idea that prices are fairly sticky, and often cus-
tomers pay similar or identical prices to their previous pur-
chase prices. The variable RPg, is the previous price the
salesperson charges. We find that its coefficient estimates
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are also positive and significant across all models. This
implies that salespeople may be relying on previous prices
charged to other customers when setting or negotiating the
prices with the customer.

The Effect of Customers’ Perceived Losses and Gains on
Price Paid

Across the four models (Table 5), we find that the cus-
tomer’s Lagged_Loss coefficients are significant and have a
negative sign. This implies that if the previous transaction
was a loss in utility (as well as in price) for the customer,
the current price is likely to be lower. Analogously, we find
that the customer’s Lagged_Gain coefficient is positive and
significant, which means that previous transactions that are
perceived as gains (in utility and price) explain higher trans-
action prices. In addition, we find that the Lagged_Loss
coefficient is larger than the Lagged_Gain coefficient,
which is consistent with the prediction from prospect theory
of loss aversion. Regarding the quadratic effects of the
lagged reference dependent variables Lagged_Loss and
Lagged_Gain for the buyer, as Table 7 shows, we observe a
similar pattern to that in the quantity equation. The esti-
mates imply a concave effect; that is, there are diminishing
effects as Lagged_Loss and Lagged_Gain become larger. In
summary, we find that the customer’s reference price has an
effect on both quantity purchased and price outcome and
that the LOSS effect is larger than the GAIN effect.

The Effect of Salespeople’s Perceived Losses and Gains on
Price Paid

The coefficient estimates for the salesperson loss variable
(Lagged_Loss,p,) are negative and 95% significant in the full
model (Tables 5 and 7), as our theory predicts. However, we
find that the coefficient estimates for the salesperson gain
variable (Lagged_Gainyp) are insignificant. These results are
consistent with our hypothesis that reference price effects,
especially loss aversion, exist and play an important role in
salespeople’s price-setting behavior. This is a unique feature
in our model because we allow the pricing outcome to be
influenced by both customer and salesperson reference price
effects. The existence of the salesperson reference price
effect is also a unique characteristic of the B2B transactions
as compared with the B2C transactions. The quadratic terms
of the seller’s lagged reference price variables (i.e., the
quadratic terms of Lagged_Lossg, and Lagged_Gaing, terms
in Table 7) are not significant.

The Effect of Customer Experience with Salesperson on
Price Paid and Quantity Purchased

We suggest that the experience customers have with a
salesperson affects the customer’s transactional behavior.
We measure customer experience with a salesperson using a
variable that captures the recent frequency of interaction
between the customer and the salesperson. Higher fre-
quency of interaction often implies a closer relationship
between buyer and seller that may moderate the effect of
GAIN and LOSS.

In the quantity equation, interaction coefficients between
frequency FSalesp and the variables GAIN and LOSS (FSalesp x
GAIN and FSalesp x LOSS variables) are negative and sig-
nificant (see Tables 4 and 6; also note that Fsalesp x GAIN
variables are 90% significant). This implies that a higher
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Table 7
ESTIMATION RESULTS FOR PRICING EQUATION WITH
QUADRATIC TERMS USING LAST TRANSACTION PRICE AS
REFERENCE PRICE (R = P_;)

Pricing Equation Model I~ Model 2~ Model 3 Model 4
Quantity -.068 -.068 -.055 -.068
(.003) (.003) (.003) (.003)
Cost 156 156 162 159
(016) (015) (016) (016)
Lag of increase in cost -019 -.018
(014) (014)
R 574 574 571 573
(.009) (.009) (.009) (.009)
Lagged_Loss -364 -.321 -359 -.320
(017) (019) (017) (019)
(Lagged_Loss)? 146 152 151 152
(017) (017) (017) (017)
Lagged_Gain 108 126 107 125
(016) (017) (016) (017)
(Lagged_Gain)? -.050 -.043 -.049 -.043
(017) (018) (018) (018)
Ry, 017 017 017 017
(.005) (.005) (.005) (.005)
Lagged_Loss_Sp —-.009 —-.008 -.008 -.007
(010) (010) (010) (010)
(Lagged_Loss_Sp)? —-.003 —-.002 —-.003 —-.002

(.007) (.007) (.007) (.007)
535E-04 —1.84E-04 4.93E-04 -3.52E-04
(.007) (.007) (.007) (.007)
~3.90E-04 —545E-04 —2.70E-04 —5.55E-04
(.001) (.001) (.001) (.001)

Lagged_Gain_Sp

(Lagged_Gain_Sp)?

Frsalesp —-1.06E-05 -1.12E-05
(2.12E-05) (2.12E-05)
Fsalesp x Lagged_Loss -9.93E-04 -9.90E-04
(1.97E-04) (1.97E-04)
Fsalesp x Lagged_Gain -4.90E-04 -4.82E-04
(1.82E-04) (1.84E-04)
Lag of increase in cost 237 158
x Lagged_Loss (.304) (.303)
Lag of increase in cost -.173 —-.096
x Lagged_Gain (.302) (.303)
Weekgap 001 001 001 001
(8.84E-04) (8.84E-04) (8.88E-04) (8.84E-04)
Inventory .001 001 8.56E-04  .001
(3.43E-04) (3.43E-04) (3.44E-04) (3.43E-04)
Post area sales -.008 —-.008 —-.005 —-008

(.006) (.006) (.006) (.006)
871E-07 6.74B-07 —4.62E-07 6.95E-07
(3.15E-06) (3.14B-06) (3.15E-06) (3.14E-06)
—436E-04 —4.32E-04 —4.12E-04 —4.31E-04
(1.03E-04) (1.03B-04) (1.03E-04) (1.03E-04)
248B-05 2.3B-05 232E-05 2.29E-05
(6.06E-05) (6.06E-05) (6.09E-05) (6.06E-05)
Fralum —9.17E-05 —8.72E-05 —8.16E-05 —8.94E-05

(8.92E-05) (8.91E-05) (8.96E-05) (8.92E-05)

Approvals

Construction
employment
Chicago Mercx

Structpan 148E-04 1.50E-04 143E-04 1.51E-04
(6.74E-05) (6.73E-05) (6.76E-05) (6.73E-05)
Osb —1.22E-04 —1.27E-04 —1.25E-04 —1.27E-04
(7.17E-05) (7.17E-05) (7.20E-05) (7.17E-05)
Fit (BIC relative 1018.2 9954 931.8 989.6
to model 0)

Notes: Estimates in boldface are significant at the p < .05 level. Esti-
mates in italics are significant to the p < .10 level.

level of interaction between buyers and sellers strengthens
the effect of LOSS but weakens the effects of GAIN. These
results are consistent with the idea that customers expect
salespeople with whom they interact frequently to provide
favorable deals in the transaction. For example, a lower
price (i.e., a GAIN) may be taken for granted by the cus-
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tomer who purchases from a familiar salesperson, so the
reaction to a GAIN is attenuated. Conversely, a customer
may react more strongly to a higher price (i.e., a LOSS) from
a salesperson with whom he or she interacts often, strength-
ening the effect of a LOSS and purchasing a lower amount
than if the higher price had come from an unfamiliar sales-
person. For a customer who has a moderately high number
of interactions (in the upper quartile), the magnitude of this
interaction effect is approximately 30% of the main effect.

We observe a similar situation in the pricing equation, in
which the coefficients for the interactions between the fre-
quency variable Fsalesp and Lagged_Loss and Lagged_Gain
are both negative and significant. This implies that higher
values of Fsalesp Jead to lower prices and strengthen the
effect of Lagged_Loss (whose main effect is negative and
significant) and weaken the effect of Lagged_Gain (whose
main effect is positive and significant).

From these results, we can conclude that higher purchase
frequency of a buyer with a seller leads to more favorable
outcomes for customers. These results are consistent with
the results suggesting that familiarity between buyers and
sellers leads to a more lenient price outcome, which could
be realized through higher mutual trust (Morgan and Hunt
1994), reciprocity (Bagozzi 1995), and mutual knowledge.

The Effects of Changes in Cost on Price Paid

We estimate the interaction between the Lagged_Loss
and Lagged_Gain and increases in cost. Our aim is to test
the hypothesis that changes in cost may affect the percep-
tions of gains and loss on the basis of ideas of fairness (Kah-
neman, Knetsch, and Thaler 1986). We do not find these
interactions to be significantly different from zero. This
could be the result of customers being aware of costs but not
necessarily of those changes as soon as they happen.

Inventory and Recency Variables

The inventory level (Inventory) and the recency (Week-
gap) variables do not seem to have a significant effect on
the quantity purchased. In the pricing model, however, we
find that higher inventory level explains higher prices paid,
which could indicate some product seasonality factor.

GENERAL DISCUSSION AND CONCLUSION

The results from our estimation characterize reference
price in a new empirical context and provide some new
insights to the reference price literature. Specifically, we
show that reference price effects do exist in B2B transac-
tions, not only in quantity purchased but also in the transac-
tion pricing outcome. In terms of quantity purchased, we
find that business buyers respond negatively to increases in
prices and positively to decreases in prices. Consistent with
findings from the choice model literature, we find that busi-
ness buyers respond more strongly in magnitude to the for-
mer (LOSS) than to the latter (GAIN). With regard to pric-
ing outcome, we find that customers’ and salespeople’s past
gains and losses affect the transaction price, and these
effects are also in agreement with prospect theory. Last, we
find the reference price effects interact with buyers’ experi-
ences with salespeople. Overall, we provide rich evidence
that reference price effects exist in both quantity demand
and pricing outcome in repeated interactions in B2B mar-
kets. These results fill an important gap in the literature on
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reference prices and our understanding of pricing in B2B
transactions.

From a managerial perspective, our results have impor-
tant implications for the field’s understanding of the cus-
tomer and salesperson pricing behavior in repeated transac-
tional interactions. Particularly, we find that customers are
likely to adjust their quantity decisions according to their
transaction-specific perception of how good the price is by
comparing it with their IRP.

Our results show that the customers’ reaction to price
depends on the previous prices paid. In the quantity log-log
equation, the LOSS and GAIN variables are additive shifts
to the elasticity represented by the price coefficient. Con-
sider the case of Model 1 for the reference price specifica-
tion. We infer from the model that a transaction that is per-
ceived as a LOSS would have an elasticity of —2.50, and a
transaction that is perceived as a GAIN would have an elas-
ticity of —.85.11 Therefore, a price reduction of 10% would
lead to an 8.5% increase in quantity purchased, whereas a
price increase of 10% would lead to a 25% reduction in
quantity purchased. Thus, we can think of price elasticity
for the transaction as being composed of the main pricing
effect plus a reference point effect that magnifies or attenu-
ates it. This effect is consistent with prospect theory and the
concept of loss aversion, in that price increases contribute
to the elasticity to a larger extent than price decreases. In
terms of the magnitude, our results show the reference price
effect contributes up to one-fourth of the price elasticity in
quantity demand.

The effect of reference price on the pricing equation is
smaller in magnitude but still substantial enough to be man-
agerially relevant. Consider the coefficient of —.27 of the
variable Lagged_Loss, which is the effect of the price
increase in the previous transaction. This means that a 20%
price increase (a typical price jump in our data set) in a pre-
vious transaction would result not only in a decrease in
quantity demand but also in a 5% price decrease on average
in the current transaction. This can have a substantial impact
on profits when margins are slim.

Our research has direct implications for sales force man-
agement. We show that salespeople are influenced by their
own reference prices. We believe that salespeople are using
past prices as a heuristic to set the terms of the transaction.
Even though salespeople charge a wide range of prices, they
seem to rely on their most recent prices when they set a
price during a transaction. This could be because they lack
immediate decision support information and rely on their
own heuristics to set prices. Given that all customers are dif-
ferent in terms of their willingness to pay, this result implies
that suboptimal outcomes may result if the judgment on the
current transaction is contaminated with reference effects
from previous transactions that may have occurred under
different conditions.

The finding that customers exhibit reference-dependent
reactions to prices has implications on the way salespeople
behave. Salespeople should be trained to understand that
customers have reference points and price discount may

l1Because we standardized the variables LOSS and GAIN before the
estimation, computing the contribution to elasticity of a change in price (a loss
or a gain) requires destandardizing the coefficients of the variables LOSS
and GAIN by dividing them by their corresponding standard deviation.
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have significant consequences beyond the current transac-
tion. Salespeople who lower prices to close a sale may face
a more price-sensitive customer next time.

Finally, our results have important implications for the
management of buyer—seller relationships. We show that the
effects of reference price on quantity are affected by the
experience the customer has with the salesperson and the
product. These results imply that cultivating strong sales-
person—buyer relationships may lead to higher sensitivities
to price increases (relative to the reference point). Con-
versely, strong salesperson—buyer relationships may reduce
the effectiveness of a price discount, possibly because cus-
tomers take price discounts for granted as part of their high
frequency of transactions. Sales force managers may use
this knowledge to advise salespeople on pricing strategies.
In particular, our results suggest that monitoring the
strength of the buyer—seller relationship (e.g., by keeping
track of the frequency of interaction over a given period of
time) may yield important insights into optimizing pricing
policies.

Several directions exist for further research. First, our
analysis focuses on IRP and its effects on quantity and price.
It would also be worthwhile to determine whether external
reference prices also have similar effects in B2B transac-
tions. Second, our data set is transactional and does not
include information on customer transactions that did not
lead to a purchase. We argue that the effects we uncovered
could be even stronger than suggested here if we had data
on nonpurchase occasions. Having no-purchase data as well
as competitor information could help test this hypothesis.
Third, it would be worthwhile to investigate further how
reference price effects interact with other buyer, seller, or
category characteristics that are unique to B2B transactions.
Finally, it would be worthwhile to investigate whether our
results hold with a more structural version of the price nego-
tiation model.
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